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ABSTRACT: This review paper demonstrates the development of a number of spectro-
scopic techniques for the characterization of polymers including dispersive infrared,
laser-excited Raman spectroscopy, Fourier transform infrared spectroscopy, solid-state
nuclear magnetic resonance spectroscopy, and nuclear magnetic resonance imaging. A
discussion is given of the roles that these techniques have in the arsenal of the polymer
scientist and the nature of the contributions from the author’s laboratory. © 1998 John
Wiley & Sons, Inc. J Appl Polym Sci 70: 1359–1370, 1998
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INTRODUCTION

The advancements that have occurred over the
last 35 years in theory, experimentation, and in-
strumentation for the characterization of syn-
thetic polymer systems are astonishing when ob-
served from the perspective of the 21st century.
The most obvious change is the transition from
analog to digital measurements with the develop-
ment of the computer. It has been my good for-
tune to have had the opportunity to be a part of
these changes in a number of different spectro-
scopic techniques. In this article, a brief chrono-
logical review of some of these developments will
be given as well as some observations about the
present state of the art and its future develop-
ments.

DISPERSION INFRARED SPECTROSCOPY

The grating dispersion spectrometers of the 1960s
were quality instruments from a measurement

point of view but were limited by their inherent
nature to signal-to-noise ratios that were very low
by present standards due to the slits required to
isolate the dispersed frequencies into resolvable do-
mains. Signal averaging was limited by the diffi-
culty of reproducing the frequencies, and at that
time, microcomputers were unavailable so digitiza-
tion and data processing were limited. We inter-
faced a main-frame computer, using punched paper
tape, to a dispersion spectrometer and used it to
make measurements of stereoregularity in poly-
propylene.1

The problems in polymer characterization in
the 1960s are not much different from modern-
day problems. Polymers are complex multicompo-
nent systems requiring careful band assignments
to structural components. Polymer band assign-
ments are made using model compounds, normal
coordinates, and correlation with other physical
measurements.

Polymer-chain Microstructure

New (at that time) concepts in polymer-chain mi-
crostructure such as stereoregularity (initially,
the domain of NMR) required both theoretical2

and experimental analysis3 to allow the use of
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infrared (IR) for this analysis. The selectivity,
sensitivity, and speed of the measurement make
IR a practical tool for this measurement. The
experimental problems concerned proper sample
preparation as polymers exhibit high absorbance
and must be optically thin for proper measure-
ments.

Positional isomerism in PVF was studied by
carrying out optical subtraction of samples poly-
merized at different temperatures.4 The results
indicated that the positional isomerism, that is
the head-to-head and head-to-tail structural con-
tributions, are highly dependent on polymeriza-
tion temperature.

Chain Folding in Polymers

The use of IR to study morphological components
of semicrystalline polymers was initiated for the
first time5 and an entire series of studies of chain
folding for a variety of polymers followed. The
precise nature of the “elusive” chain fold contin-
ues to this day but IR and Raman have made
significant contributions to our current state of
understanding.6–18 We finally isolated the illu-
sive “fold band” of polyethylene using FTIR and
systematic subtraction.19,20

Polymer-chain Orientation

Engineering polymers are generally anisotropic
in character and the anisotropy is designed to
develop the maximum useful mechanical proper-
ties. The properties along a particular directions
are affected by the conditions of stretching along
that direction. Uniaxial materials, such as fibers,
are produced by stretching in one direction, while
biaxial materials, such as films, are produced by
stretching in two mutually perpendicular direc-
tions.

Injection-molded articles of amorphous poly-
mers exhibit an anisotropy in the optical and me-
chanical properties due to frozen-in orientation of
the polymer chains. To a large extent, this orien-
tation is created during the mold-filling stage
where the polymer molecules tend to orient while
flowing under the action of the prevailing stress
field. If the molten polymer is cooled rapidly to a
temperature below its glass transition, the poly-
mer molecules will not have sufficient time to
relax their orientation and return to a random
configuration. There is also a distribution of ori-
entation in the injected-molded article, since poly-
mer molecules at different locations of the final
molded part have generally experienced different

thermal conditions due to the thermal gradients
in the molds.

A high degree of alignment is the basis of im-
proved mechanical, optical, and electrical proper-
ties in almost all polymers. Consequently, it is
necessary to understand the correlations among
molecular order, material properties, and fabrica-
tion procedures. Experimental characterization of
the degree and direction of alignment is required
in order to understand how molecular design and
processing strategies lead to the ultimate state of
alignment. In polymer structures, orientation will
not be complete and distributions of directions of
planes or axes will be observed.

For an oriented solid sample, in order for the
IR light to be absorbed, a component of the oscil-
lating electric-field vector of the incident light
must be oriented in a plane parallel to the electric
dipole transition moment. Light polarized per-
pendicular to the dipole transition moment will
not be absorbed.

When the absorbing groups are oriented as in
solids, they exhibit IR absorptions that depend
not only on how many groups are present in the
sample but also on how the groups are oriented
with respect to the beam. By using linearly polar-
ized IR radiation, the orientation of the functional
groups in a polymer system can be measured.

Measurement of IR linear dichroism requires
light polarized both parallel and perpendicular to
a fixed reference direction of the sample. For par-
allel polarized light, the absorbance is termed A\,
and the absorbance with perpendicular polarized
light is termed A'. The dichroic ratio, R, is de-
fined as

R 5 A\ /A'

For random orientation, R 5 1. The measured
absorption bands are generally classified as par-
allel (p bands) or as perpendicular (s bands) de-
pending on whether R is greater or less than 1.
This classification of the dichroic behavior is help-
ful in assigning the various modes to the symme-
try types of the normal modes in polymers.21 The
character table of the symmetry group lists the
symmetry species of translational motions along
the x, y, and z axes as well as the symmetry
species of the six components of polarizability.
The IR-active vibrations have their transition mo-
ments preferentially parallel to the corresponding
x, y, and z axes depending on the symmetry type.
If z is the fixed reference direction, the IR bands
can be classified parallel or perpendicular based
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on whether R is greater or less than 1. This di-
chroic information is useful for structural analy-
sis of polymers as well as in determining the
relative orientation of polymer chains in an ori-
ented system.

For unidirectional molecular orientations, such
as for uniaxially drawn polymers, the dichroic
ratio can be related to the Herman orientation
function, F. This quantity is equivalent to the
second moment of the orientation distribution
function for the molecular axis and is given by

f 5 ^3 cos2 u 2 1&/2

The orientation angle u is the angle between the
draw direction and the local molecular chain axis.
The Herman function is equal to 1 when the chain
axis is parallel to the film orientation, 0 when the
system is randomly oriented, and 1

2 when the
chain axis is perpendicular to the film-orientation
direction. This function can be calculated from
measurements of the dichroic ratio by using

f 5 @~R 2 1!~R0 1 2!#/@~R 1 2!/~R0 2 1!#

where R0 is the dichroic ratio for perfect uniaxial
order. The value of the constant R0 is unknown
and can be different for every IR band studied.
For perfect uniaxial order, it is assumed that the
polymer chains are all oriented parallel to the
draw direction, and the transition moments asso-
ciated with the vibrations lie on a cone with a
semiangle c to the chain axis direction. The di-
chroic ratio is then expressed by

R0 5 [2 cot2 c]

As c varies from 0 to p, R0 varies from 0 to
infinity. No dichroism (R0 5 1) will be observed
for c 5 54°449 (the magic angle). If the direction of
the transition moment with respect to the chain
axis is known, the average orientation of the
chain segments can be determined from the mea-
sured dichroic ratio.

Fortunately, the Herman orientation function,
f, can be determined by a number of independent
techniques, including X-ray diffraction, birefrin-
gence, sonic modulus, and refractive index mea-
surements. These methods, coupled with IR di-
chroic measurements of absorption, can be used
to calculate quantitative values for the transition-
moment angles. A plot of f measured by X-ray
diffraction versus (R 2 1)/(R 1 2) will be linear
with a zero intercept. A least-squares evaluation

of the data from this line will yield the slope, (R0
1 2)/(R0 2 1). When c is 0° (parallel to the
molecular chain axis), the slope equals 1.0 and
when cn equals 90°, the slope equals 22.0.

The major advantage of IR (and Raman) for
making polarization measurements relative to
the X-ray method is that the orientation of the
amorphous phase can be determined.22 A number
of different polymers systems have been studied
by IR dichroic measurements and a trichroic
method has been described which measures the
orientation in all three mutually perpendicular
directions.23 In more recent times, the trichroic
method has been applied with success to studies
of orientation in PET24,25 and PVF2.26

LASER-EXCITED RAMAN SPECTROSCOPY

With the advent of the laser, there was a rebirth
of the Raman effect particularly with respect
to polymers.27 In theory, Raman spectroscopy
should be a powerful probe of the polymer back-
bone as the nonpolar nature of the backbone
results in weak IR absorption but strong Raman
scattering.

Raman Spectroscopy of Elastomers

The early work in this area focused on elastomers
and their unsaturated components28–30 as the un-
saturation was strongly Raman scattering and
had high selectivity for the type of unsaturation.
This exploratory work was followed by Raman
investigations of the vulcanization of elas-
tomers31–34 as the polysulfidic linkages could be
detected directly. Considerable insight into the
mechanism of sulfur vulcanization was gained as
a result.35 However, no industrial sample could be
studied as fluorescence interfered with the Ra-
man spectra. Consequently, at this point in time,
Raman spectroscopy had little analytical value
for the rubber industry.

Raman Spectroscopy of Biopolymers
in Aqueous Solutions

Due to the weak Raman scattering of water and
the strong Raman scattering of the protein and
nucleic acid backbones, Raman studies were par-
ticularly useful for determining the conformation
of biopolymers in different environments.36–40 It
was possible to observe the helix-to-coil transi-
tions in polypeptides41 as well as the denatur-
ation processes in proteins. Nucleic acids also ex-
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hibit conformationally sensitive Raman spec-
tra.42,43 A general theory was developed to aid in
the interpretation of spectral line shifts arising
from conformational transitions.44 Carbohy-
drates also exhibit Raman spectra which are sen-
sitive to the substitution pattern and the crystal-
line phase.45–47

Normal Coordinate Analysis of Synthetic Polymers

With the development of Raman spectroscopy as a
source of new vibrational information, it was nec-
essary to enhance our band-assignment tools. As
a result, normal coordinate analysis was devel-
oped.48–52 Using normal coordinate analysis, it
was possible to understand the structural basis of
helix transitions and defects in polytetrafluoro-
ethylene.53 The band assignments for poly(vinyl
fluoride) were made using normal coordinate
analysis.54 The limitation of the normal coordi-
nate analysis, then and to this day, is the limited
knowledge of the forces involved in the internal
coordinates.55 Substantial progress has been
made, however, and it is likely that normal coor-
dinate analysis will become a most powerful tool
for structural analysis of vibrational spectra.

Raman Spectra of Surfaces and Interfaces

Because Raman spectroscopy is a scattering tech-
nique, it is intuitively obvious that the surface
contribution should play an enhanced role in the
observed Raman spectra. Utilizing this effect, it is
possible to study the coupling agent, surfaces, and
chemical reactions at interfaces using Raman
spectroscopy.56,57 One of the first applications of
resonance Raman was the detection of a coupling
agent on the surface of a glass fiber58 which dem-
onstrates the substantial enhancement of the sig-
nal due to resonance effects.

Because graphite fibers are black and highly
absorbing, IR analysis is difficult but possible us-
ing special ATR techniques. On the other hand,
Raman scattering has become the standard
method of determining the nature of the crystal-
lite size on the surface of graphite system.59,60

The method is based on the observation of a Ra-
man line for the ordered large crystals which is
resolvable from a line due to the “disordered”
small crystals of graphite.

FOURIER TRANSFORM INFRARED
SPECTROSCOPY

The development of Fourier transform infrared
spectroscopy (FTIR) revolutionized the use of IR

for the study of polymers. First and foremost was
the higher signal-to-noise ratios which yielded
much improved spectra of polymers. Secondly,
and especially important for applications of poly-
mers, was the availability of digitized spectra
which could be processed to remove baseline scat-
tering and impurity absorbances, to normalize
the spectra for differences in thicknesses, and to
utilize chemometric procedures for quantitative
analysis.61 Signal-averaging techniques, which
are possible with FTIR but quite difficult with
dispersion instrumentation due to backlash ef-
fects, further improves the quality of the experi-
mental spectra, making it possible to detect ex-
tremely small quantities of polymers including
surface species.62,63

Absorbance Subtraction

The recognition of the utility of spectral subtrac-
tion to eliminate the intense interfering absor-
bances of the major components of the polymer
spectra was important since the “difference” spec-
tra could be magnified (absorbance scale-ex-
panded) which improved the dynamic range of the
measurements. The first example of absorbance
subtraction was the application to the detection of
structural defects in polychloroprene.64,65 The
spectra obtained are shown in Figure 1.

Examination of Figure 1 shows the spectra of
trans-1,4-polychloroprene obtained at room tem-
perature and at 80°C and the difference spectra.
The difference spectra show the “crystalline”
bands which are obtained by subtraction. The
sharpness of the bands is indicative the high de-
gree of local order which is expected for a crystal-
line phase. The utility of absorbance subtraction
is to remove the interfering of the strong absorb-
ing bands of polyethylene, revealing the degrada-
tion products developed by irradiation of polyeth-
ylene.66 The mechanism of oxidation of cis-1,4-
polybutadiene was revealed by utilizing spectral
subtraction.67 The small spectral effects produced
by plasticization of poly(vinyl chloride) could be
detected and characterized using spectral sub-
traction.68

Application of Least-Squares for Quantitative
Analysis

With the availability of digitized spectra for all of
the frequencies, the precision of the infrared mea-
surement can be improved by utilizing all of the
absorbances from all of the measured frequencies.
The improvement in the signal-to-noise ratio of
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the quantitative measurement is proportional to
the square root of the number of frequencies. By
applying least-squares refinement techniques, it
is also possible to utilize spectra which have in-
frared bands that extensively overlap, which is
always the case in the spectra of polymers.69 The
use of least-squares analysis was important for
the study of the composition of epoxy systems,70

the mechanism of crosslinking,71 and the hydro-
lysis interaction with water.72

Chemometric Analysis of Multicomponent
Polymer Systems

One of the basic problems in polymer quantitative
analysis is the lack of suitable “standard” sam-
ples. For example, in studying conformations of
polymers, it is difficult to have a model polymer
which has a perfectly extended (e.g., trans) iso-
meric composition, and in similar fashion, a
model polymer which has a perfectly bent (e.g.,
gauche) isomeric composition. One solution to this
problem is to deconvolute the spectra of mixtures
of different structural polymers into the contribu-
tions from the “pure” components. For two-com-
ponent systems, this approach is termed the ratio
method as it requires calculating the absorbance
ratio of characteristic bands (bands which are
characteristic of one of the structural compo-

nents) from mixture spectra in which the relative
contributions of the two components are differ-
ent.73 This ratio technique was applied to the
determination of the spectra of pure trans and
gauche isomers of poly(ethylene terephthalate)
(Fig. 2).74

SOLID-STATE NMR OF POLYMERS

Nuclear magnetic resonance (NMR) is one of the
most important techniques for determining the
microstructure of polymers.76 Originally, the dif-
ficulty with analyzing polymer systems was the
necessity of dissolving the polymers in a suitable
solvent that did not interfere with the polymer
resonances.77 The dissolution process was time-
consuming and often resulted in structural sepa-
rations due to the insolubility of portions of the
sample. The solution NMR results are highly spe-
cific and can measure structural differences be-
tween repeating units several units apart. In
1976, it was demonstrated that the NMR spectra
of solids could be obtained using a series of special
techniques including high-powered proton decou-
pling to remove the dipole–dipole interactions,
magic angle spinning to minimize the chemical-
shift anisotropy, and crosspolarization to increase
the 13C signal.78 This development extended the

Figure 1 The spectrum of a cast film of predominately (.90%) trans-1,4-polychloro-
prene polymerized at 220°C (spectrum a) is compared with the same sample heated to
280°C (above the melting point) for 15 min (spectrum b). The “purified” crystalline
isomer spectrum (spectrum c) exhibits the sharp band structure expected for a regular
crystalline array. (See ref. 64).
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power and utility of NMR particularly as related
not only to the chemical structure but also to the
physical structure of the solid state.79 Separation
of resonances attributed to the amorphous and
crystalline states of polymers was achieved.80,81

The results for polyethylene are particularly use-
ful as it is possible to follow the chemical reac-
tions of the amorphous region.82 The results are
shown in Figure 3. This separation is accom-
plished by utilizing the differences in relaxation
rates between the amorphous and crystalline
phases in polyethylene.

Vulcanization of Elastomers

One of the advantages of solid-state NMR is the
capability of studying insoluble systems such as
networks83,84 formed by polymerization and post-
polymerization (vulcanization).85 The sensitivity
of the solid-state NMR technique to the chemical
structure of vulcanized elastomers led to a series
of studies which helped define the structure of a

number of different vulcanized elastomers.86–100

In Figure 4, the solid-state NMR spectrum in the
aliphatic region of the GHPD–MAS 13C-NMR
spectrum at 75.5 MHz of a high-cis-butadiene
rubber vulcanizate cured with 10 phr of sulfur at
150°C for 30 min is shown. The result has been
the development of considerably more insight into
the mechanisms of vulcanization and methods of
controlling the network structure.101–103

Structure of Polymer Blends

Many practical benefits can be obtained by blend-
ing polymers. Blending allows for the beneficial
properties of two polymers to be combined in one
material while shielding their mutual drawbacks.
Deviations in the rule of mixing can lead to prop-
erties of the blend over and above those of its
components. Thus, processability, chemical and
environmental resistance, adhesion, and mechan-
ical properties of polymer blends are superior to
those of their homopolymers. However, most bi-

Figure 2 The computed pure spectra of the trans (T) and gauche (G) isomers of PET
obtained by the ratio method. The letter I corresponds to an internal thickness band.
(See ref. 75).
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nary mixtures of polymers are not miscible on the
molecular level because the entropy of mixing is
not favorable for high molecular weight polymers.
As most polymer pairs are immiscible, they form
multiphase systems with weak physical and

chemical interactions across the phase bound-
aries. As a result, immiscible blends exhibit poor
mechanical properties. Miscible blends of two
polymers can be engineered through specific in-
teractions such as hydrogen bonding or van der
Waals forces. Evidence for the specific intermolec-
ular interactions that contribute to miscibility are
most commonly obtained from optical clarity or
Tg measurements using DSC, dielectric, or dy-
namical mechanical spectroscopy. IR104 and NMR
can be used to specifically identify the molecular-
level interactions because the signals can be as-
signed to specific sites on the polymer chains.
NMR has been used extensively to study the mix-
ing of polymer blends and to characterize the
specific intermolecular interactions.105 Informa-
tion about specific interactions can be obtained by
measuring chemical-shift changes following blend
formation106 or by measuring dipolar couplings
between pairs of protons or other nuclei on the
polymer chains. The minimum requirement is
that the resolution must be sufficiently high that
separate signals can be resolved for the groups on
the different polymer chains.107

Structure and Dynamics of Polymeric
Liquid Crystals

Polymer liquid crystals (PLCs) are considered to
be unique materials. PLCs are long-chain macro-

Figure 3 Stack plot of DD/CP/MAS spectra of HDPE. The delay times are indicated
on the right side for each spectrum. The complete isolation of amorphous from the
crystalline resonance is seen in the top spectrum (100 ms delay). (See ref. 82).

Figure 4 The aliphatic region of the GHPD–MAS
13C-NMR spectrum at 75.5 MHz of a high-cis buta-
diene rubber. Vulcanizate cure with 10 phr of sulfur at
150°C for 30 min. The x indicates a spinning sideband,
and C CH2 and T CH2 are cis and trans CH2, respec-
tively. (See ref. 92).
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molecules which, due to a combination of inter-
molecular orientation interactions and intrinsic
stiffness, can orientationally order at low temper-
atures.108

The simplest view is that PLCs can be thought
of as assemblies of liquid crystal molecules strung
together by polymer strings or chains. This is
certainly an oversimplification. Due to the antag-
onistic conflict between polymer backbone en-
tropy (driving for disorder) and mesogenic orien-
tational ordering (striving for order), the result-
ant PLC structure depends on the resolution of
this antagonism. The distinctive features of these
systems are due to the coupling between the
nematic order and the configurations of the PLCs.
As a result, the structures are unique and there
are a number of mesomorphic properties which
are unique to PLCs. The polymer chains are more
than just strings and play a considerable role in
the structure and molecular motions of the PLCs.

Solid-state NMR is a particularly powerful tool
for the study of PLCs109 as the chemical structure
can be determined as well as the dynamics of the
mesogen,110 the spacer, and the polymer back-
bone.111,112 The conformational changes that the
PLC undergoes during a liquid crystalline transi-
tion can also be observed.113 The molecular dy-
namics of polymer-dispersed liquid crystals have
also been studied.114,115

NMR IMAGING

NMR is based on the fact that many atomic nuclei
oscillate like tiny gyroscopes when in a magnetic
field. In NMR, a sample is placed in a magnetic
field which forces the nuclei into alignment. The
sample is then bombarded with a radio wave. As
the nuclei absorb the radio wave, they topple out
of alignment with the magnetic field. As they lose
the absorbed energy from the radio wave, they
line up again. By measuring the specific radio
frequencies that are emitted by the nuclei and the
rate at which the realignment occurs, the spec-
troscopists can obtain detailed information about
the molecular structure and motion of the sample
they are studying.

Conventional NMR spectroscopy is used to de-
termine chemical structure but cannot locate the
position of the stimulated nuclei. NMR imaging
(NMRI) is a method where the stimulating signal
is spatially encoded so an image can be recon-
structed showing the distribution of nuclei in the
sample. Other than spatially encoding the signal,

imaging works on the same principles as stan-
dard NMR.

The NMR imaging technique relies on the in-
teraction of nuclei in only a small and controllable
region of the sample by placing the sample in a
spatially inhomogeneous magnetic field whose
nuclear resonance frequency is matched to the RF
signal in only that region. NMR imaging is in-
volved in obtaining the spatial distribution of all
parameters that NMR can detect. The NMR sig-
nals inherently depend on nuclear relaxation
time constants T1 and T2, which, in turn, reflect
the structural environment of the emitting nu-
cleus. NMR is capable of providing information
about molecular structure and motion; conse-
quently, NMR imaging can provide a variety of
structural factors measured in situ.

The spin densities and the molecular environ-
ments of the nuclei are reflected in the time vari-
ation of the amplitude of the measured rf signal
and, hence, are reflected in the intensity of each
voxel in the image. When the T1’s and T2’s are
different in the voxels of a heterogeneous sample,
these differences can be exploited to develop con-
trast in the NMR images. The pulse sequence
that is usually used to measure the T2 relaxation
phenomena in images is called multiple spin–
echo. At a given repetition time, TR, the NMR
signal is measured at several different echo times,
TE. These echoes provide a measure of the T2
relaxation. By repeating the process at different
TR values, the T1 relaxation can also be mea-
sured.

Spatial resolution is limited by the smallest
amount of sample that can be detected by NMR.
Spatially resolving a given volume in an NMR
image is equivalent to doing NMR spectroscopy
on that volume. To resolve two spatially distinct
volume elements requires the application of a
magnetic-field gradient of sufficient strength such
that the elements one wishes to resolve are
shifted in resonance frequency from each other by
an amount greater than the natural linewidth.

For a given magnetic field gradient strength,
the spatial resolution in NMR imaging is deter-
mined by the line width:

Dx 5 Dv1/2/Gx

where Dx is the spatial resolution, Dv1/2 is the
line width, and Gx is the gradient strength. For
mobile liquids, the line widths are very narrow
and high spatial resolution can be achieved. The
attainable resolution is limited by spectroscopic
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and hardware factors. Spectroscopic factors are
the inherent line width and the spread of the
chemical shift of an NMR signal, diffusion pro-
cesses, and susceptibility gradients, both within
the object and at its boundaries. Hardware factors
may be the magnetic field inhomogeneity or in-
stability, nonlinearity of the magnetic gradient
field, and the achievable signal-to-noise ratio.

The difficulties of solid-state imaging arise
since the solid-state line width is approximately
1000 times broader than its solution counterpart.
Increasing the gradient by three or four orders of
magnitude to maintain spatial resolution in solids
imaging is a formidable task. Consequently, the
normal NMRI experiment is the study of a mobile
liquid probe in a polymer system.116

Diffusion in Polymers

Diffusion in polymers can be categorized into
three general types: Fickian, anomalous, and
Case II. Fickian diffusion describes the relation-
ship of the mass flux of a penetrant to the concen-
tration gradient present and can be characterized
by an exponential decay in concentration with
penetration into a material. The main feature of
Case II diffusion is the constant concentration
front throughout the imbibed region, while anom-
alous diffusion falls between the two extremes.
Fickian diffusion often occurs in polymers which
are at temperatures above their glass transition.
This is because the polymer chains are in the
rubbery state and possess sufficient mobility in
which to allow solvent penetration. Fickian diffu-
sion also commonly occurs when the activity of
the solvent is sufficiently low and the diffusion
therefore occurs only in the free volume of the
polymer. Case II and anomalous diffusion are
found primarily in polymers which are below
their glass transition temperatures. At these
lower temperatures, the polymer chains are not
sufficiently mobile to immediately accommodate
the solvent. Therefore, the polymer dynamics be-
come important for the transport of small mole-
cules through a matrix.

NMR imaging techniques have been used for
the study of sorption and diffusion117 as well as
desorption118,119 of multiple chemical substanc-
es120 in polymeric materials. NMR imaging can
directly provide the diffusion coefficients as a
characteristic quantity of a liquid component in a
sample, making it possible to map molecular mi-
gration on a microscopic scale. NMR imaging also
provides additional information on the micrody-
namic and structural properties of heterogeneous

systems, such as subregion diameters, exchange
times, and phase-boundary resistances.121

The principal advantage of NMR imaging is
the possibility of making spatially localized diffu-
sion measurements. One can examine by NMR
imaging the concentration and location of a per-
meating liquid in a solid sample. A true diffusion
parameter image is obtained where calculated
diffusion coefficients are encoded into an intensity
scale.

One of the obvious advantages of NMR imaging
for the study of diffusion is the visual presenta-
tion of the data in the form of images. Such a
presentation allows one to view directly the con-
centration and location of the penetrant and ig-
nore extraneous factors influencing the diffu-
sion.122 Another advantage of NMR imaging is
that it allows the study of samples of virtually any
shape and allows the detection of initial imperfec-
tions in the sample being studied. It is generally
difficult to interpret liquid-sorption measure-
ments in solids because the samples being exam-
ined are not perfect, that is, they initially contain
cracks and voids which increase both diffusion
and uptake of the liquid. Also, the induced volu-
metric changes, although small, can cause micro-
cracking or void formation.

Probing Spatially Inhomogeneous Polymer Systems

NMRI is particularly useful for the study of elas-
tomer networks as the line widths of the proton
resonances are narrow as the polymer is well
above its glass transition. For elastomers, the
proton NMR line widths are not excessively
broad, T2 is typically of the order of 10 ms, and
imaging is possible with reasonably fast gradient
switching (; 250 ms or less), which can easily be
achieved with most microimaging equipment. As
a result of the narrow line width, the resolution of
the images is high (down to a resolution of 20
mm). Additionally, the molecular sensitivity of the
mobility enhances the contrast of the images.
Consequently, NMRI has been useful in the de-
termination of internal inhomogeneities123 aris-
ing from inadequate mixing, gradients in cross-
linking chemistry, filler distribution, and impuri-
ties.

The ordinary industrial accelerator systems
generate a broad distribution of crosslink densi-
ties in rubber articles due to the poor mixing of
the solid accelerator/sulfur recipe in the raw rub-
ber. In particular, the variation in crosslink den-
sity leads to substantial differences in the coeffi-
cients of thermal expansion and high internal
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stresses in the rubber article. These internal
stresses limit the ultimate performance of the
article whether in modulus or elongation.

Well-designed mixing protocols and carefully
controlled cure cycles allow the development of a
homogeneous distribution of the crosslinks in the
final manufactured article. Mixing protocols can
generate a well-dispersed accelerator system in
the raw rubber. The NMR imaging technique can
experimentally measure the homogeneity.

NMR imaging has been successful in studying
the dispersion of crosslink density in traditional
elastomers both along the chains as well as spa-
tially (down to a resolution of 20 mm). These ex-
perimental observations have only recently been
made and no opportunity has existed to develop
these important new results into improved rubber
products.

INFRARED IMAGING

Infrared microscopy for the analysis of small sam-
ples has made substantial progress with improve-
ments in optics and the use of FTIR instrumen-
tation. With the introduction of computer-con-
trolled sample stages, it has been possible to
perform infrared mapping using the computer
stage to systematically reposition the sample. The
mapping process can be automated. At the end of
the experiment, the IR spectra can obtained from
any of the spatially resolved pixels or a functional
group map can be constructed by plotting the
absorbances of the pixels in the map.

One of the obvious advantages of the micro-
scope is the ability to focus on a portion of a small
sample like a fiber. Fibers have always been dif-
ficult to obtain IR spectra as they have diameters
that are optically thick from an IR point of view.
With the microscope, one can use a rectangular
aperture and focus on a portion of the fiber.124,125

An extension of the microscopic field to mapping
allows the study of the interphase in fiber-rein-
forced composites126 and the permeation of mois-
ture can be studied.127

The IR mapping of polymer-dispersed liquid
crystals allows one to study the nature of the
phase-separation process.128,129 The details of the
phase-separation process can be examined using
the contact method of diffusion which involves
placing the liquid crystal in contact with the poly-
mer and following the phase separation after cool-
ing130 or polymerization.131
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